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Cross section and longitudinal single-spin asymmetry $A_L$ for forward $W^\pm \to p\overline{p}\nu$ production in polarized $p+p$ collisions at $\sqrt{s}=510$ GeV

We have measured the cross section and single-spin asymmetries from forward $W^{\pm}/C6 \rightarrow \mu^{\pm}/C6$ production in longitudinally polarized $p + p$ collisions at $\sqrt{s} = 510$ GeV using the PHENIX detector at the Relativistic Heavy Ion Collider. The cross sections are consistent with previous measurements at this collision energy, while the most forward and backward longitudinal single spin asymmetries provide new insights into the sea quark helicities in the proton. The charge of the $W$ bosons provides a natural flavor separation of the participating partons.
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I. INTRODUCTION

The spin of the proton and its decomposition is fundamentally important. Understanding its origin is essential to explaining how the strong interaction, described by quantum chromodynamics (QCD), creates the basic building blocks of the visible matter in our universe, protons, and neutrons. Mostly from deep inelastic scattering measurements and hadron-hadron collisions, it is known that quarks and gluons make roughly equal contributions to the total momentum of the proton in the Bjorken frame [1–3]. Just like gluons, sea quarks also play a substantial role in the composition of the proton momentum. Unlike what is naively expected from gluon splitting, the unpolarized light quark sea is found to be asymmetric with more antidown quarks than antiph up quarks at small to intermediate Bjorken $x < 0.2$, where $x$ is the parton momentum fraction in the infinite momentum frame. See, for example, a review of the
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world data on the unpolarized light sea and the theoretical models related to it [4].

While several models can describe correctly the measured unpolarized light sea, these models differ significantly in their predictions for the polarized case [4]. Valence quark helicity contributions to the total spin of the nucleon are already relatively well known from deep inelastic scattering (DIS) and semi-inclusive DIS measurements. The gluon helicity contribution has very recently been found to also be nonzero [5–7], but sea quark helicities are still poorly understood. One of the main reasons is that DIS predominantly probes valence objects at the currently measured scales and x ranges. Second, the uncertainties of fragmentation functions in semi-inclusive measurements, needed to disentangle different flavors, dominate the existing sea quark helicity extractions. An elegant alternative to access sea quark helicities is via the single spin asymmetry measurements. It accesses the other combination of light quark flavors.

In the PHENIX experiment [10], W’s are not reconstructed kinematically themselves, but their leptonic decays (W → ℓν) are measured inclusively by detecting the charged decay lepton l only. At central rapidities, W decay electrons are reconstructed, while at forward rapidities (1.1 < |η| < 2.6 and 1.1 < |η| < 2.5 for the north and south muon arms, respectively) decay muons are being studied. Recent results by STAR [11] and PHENIX [12,13] for the electron channels exist. In this paper, the first asymmetry measurement using muons and at forward/backward rapidities is reported.

In this analysis, we rely solely on the reconstruction of forward-going muons impinging the muon-spectrometer as the nonhermetic coverage of the PHENIX detector precludes a missing energy analysis to measure the neutrino. Although approximately half of the energy of the W is carried by the muon, only a small Jacobian peak is expected in the forward region, in contrast to earlier measurements at midrapidity. The reason is the additional longitudinal momentum which takes up a substantial part of the W decay muon’s energy, as well as any nonzero initial W momentum. The very different kinematic regimes for central and forward W decay muons and respective yields are illustrated in Fig. 1 based on PYTHIA-6 simulations [14]. Furthermore, any remnant Jacobian peak is completely washed out by the limited momentum resolution of the muon spectrometer at large momenta. Consequently, a data-driven approach has been employed to identify the contributions by the various backgrounds in the data sample to extract W production cross sections and the corresponding single spin asymmetries. It should be noted that at forward rapidities, higher/lower x of around 0.3/0.1 from the forward/backward going proton can be probed in comparison to more central rapidities where both x are around 0.2. For W− decays, the forward region also cleanly separates the down and antiuip quark contributions by the forward/backward going protons while for W+ decays a mixture of up and antidown quarks always contributes although at rather different x.

This paper is organized as follows: In Sec. II, the different data taking periods and the corresponding data sets are discussed including a brief description of the relevant detector systems and Monte Carlo sets used. Section III describes the initial event selection criteria used to screen the raw data for events with a high likelihood of containing W decay muons. In Sec. IV, the extraction of the actual signal, the W production cross section and the asymmetries are discussed before discussing the systematic studies in Sec. V. The corresponding results are presented in Sec. VI before a summary of the measurements in the last section.

II. DATA SETS

The data sets used in this analysis were recorded at RHIC (Brookhaven National Laboratory) during the 2012 and 2013 polarized proton running periods at a center-of-mass
energy $\sqrt{s} = 510$ GeV. A luminosity of approximately 53 and 285 pb$^{-1}$ sampled within a wide vertex region of about 40 cm width was used for this analysis for the two running periods, accumulated with the PHENIX detector (see Fig. 2). The average beam polarizations were 56% and 58% for the two beams in the 2012 running period and 54% and 55% in the 2013 running period. The polarization uncertainty was obtained by the RHIC polarimetry group and amounts to a relative 3% per beam. These uncertainties translate into a global normalization uncertainty of the extracted asymmetries.

The $W \rightarrow \mu$ candidate events were detected via tracks in the forward muon arm system [15], which comprises the muon tracker (MuTr) and muon identifier (MuID)
systems. A newly installed set of resistive-plate chamber (RPC) detectors [16] in the muon arms were also used to associate tracks with particular beam crossings and to help with triggering. For tracks traversing the full array of detectors, the full azimuthal acceptance is covered over the region $1.1 < |\eta| < 2.5$ and $1.1 < |\eta| < 2.6$ in the two arms, respectively. However, the range of vertex longitudinal positions is reduced at the boundaries of the $\eta$ coverage. The collision vertex was determined by the PHENIX beam-beam counters (BBC), which are two sets of 64 Čerenkov counters with a pseudorapidity range of $3.0 < |\eta| < 3.9$.

Prior to these data sets, no momentum selectivity was available for triggering forward muons in PHENIX; only an enhancement of real muons (rejection of fake tracks) was available based on the activity in the downstream MuID planes. To enhance the $W$ data sample within the limited bandwidth available, the forward PHENIX detectors were upgraded to allow triggering on all $W \rightarrow \mu$ candidates. New readout electronics for the MuTr (MuTrig) [17] were added, and the RPCs were installed upstream and downstream of the muon arms. In both subsystems, the azimuthal segmentation allowed for the selection of events with muon candidates traversing the whole muon system and with nearly straight lines in real time. Depending on the polar angular coverage of the RPCs, three main types of triggers were created. At low pseudorapidities ($|\eta| < 1.4$), only the upstream RPCs were in coincidence with the MuTrig and collision counters, while at high pseudorapidities ($|\eta| > 2.0$), only the downstream RPCs were available for coincidence with the MuTrig and collision counters. In the intermediate region, a coincidence of both RPCs and the MuTrig was required. This new trigger selected track candidates that satisfied a minimum momentum threshold of approximately $10 \text{ GeV}/c$.

Several other trigger combinations less sensitive to momentum were considered at reduced data taking rates for this analysis, in addition to the main triggers described above. In 2012 only the downstream RPCs were part of the trigger while the upstream RPCs were only used in the off-line analysis. For triggers without downstream RPC information a coincidence with a hit in the furthest plane of the MuID is required, enforcing the track candidate to penetrate at least $12.8 \lambda_f$ ($1.1 < \eta < 2.6$) and $12.0 \lambda_f$ ($-2.4 < \eta < -1.1$) nuclear interaction lengths. For a trigger cross-check and efficiency evaluation, independent data samples were collected which only relied on the muon identifier or entirely different PHENIX detector components.

As the data collision rate far exceeded the capacity of the PHENIX data acquisition system to record data, only a small fraction (1 in every 30 to 130 events, depending on luminosity) of this data was written to tape for further analysis, while for the new momentum-sensitive triggers, essentially all events were recorded. The total trigger efficiencies for $W$-decay muon candidate events varied as a function of rapidity due to the combination of different trigger components according to their individual ranges of coverage. For example, at very low (high) rapidities, only upstream (downstream) RPCs were available, which reduced their rejection rates but increased the trigger efficiencies in these regions. These trigger efficiencies are summarized in Fig. 3 for positive and negative muons at forward and backward rapidities, showing the discussed rapidity dependence for the 2013 data taking period. In the 2012 running period, the upstream RPCs were still being commissioned, and simpler triggers using mostly the MuTrig information, the MuID, and the downstream RPCs were used. As such, the rapidity range was more limited, but the efficiencies were nearly constant over that range (approximately 50% to 60% for the two arms and charges).

Moreover, in the 2012 and 2013 running periods, a new forward vertex detector (FVTX) was available [18], consisting of four planes of silicon strips finely segmented in radius and coarsely segmented in azimuth. For the subset of muon candidate tracks passing several of these detector planes (about 10%–30% of tracks), this additional information was used to improve tracking quality and to further reduce jetlike events.

During collider downtime and periods prior to and after the end of the 2011–2013 physics runs, cosmic-ray data were collected. The rate of high-energy cosmic-ray muons in the PHENIX detector—as a potential background to the

![FIG. 3. Trigger efficiencies for the 2013 running period as a function of $\eta$ for negative (blue solid circles) and positive (green open circles) $W$-decay muon candidates in (a) south and (b) north PHENIX muon detector arms for pseudorapidity ranges ($-2.4 < \eta < -1.1$) and ($1.1 < \eta < 2.6$). The hatched boxes correspond to the systematic uncertainties in the trigger efficiency calculations. The vertical, dotted lines represent the approximate boundaries of the three main RPC-based triggers.](image-url)
$W$ signal—was found to be negligible (below 1% of the expected $W$ decay muons) when applying the same selection criteria as for $W$ decay signal candidates. This large sample of cosmic-ray events provides crucial information on the reconstruction performance of the muon arms for high-momentum tracks. Muons traversing both spectrometer arms are reconstructed as a pair of back-to-back muon tracks that have nearly the same momenta but opposite charge signs. Incoming tracks enter the spectrometer arm from outside the detector volume, pass through the detector, and exit through the opposite spectrometer. They are also required to pass the nominal vertex region, which, together with the two-arm requirements, limits their $\eta$ acceptance in comparison to the $W$ analysis.

Using these data, the charge sign reconstruction efficiencies were investigated. Owing to the limitations in the spectrometer segmentation, measuring the bend plane becomes ambiguous for the highest momentum tracks, which are almost straight. The rate of each incoming charge sign is compared to the rate of oppositely charged outgoing muons. The difference is an inefficiency in the charge sign reconstruction. The results of this test are shown in Fig. 4. As expected, the charge sign reconstruction is $\sim100\%$ for low momentum tracks and is $\sim90\%$ ($\sim80\%$) for the spectrometer located at $1.1 < \eta < 2.6$ ($-2.5 < \eta < -1.1$) at high momenta. These results are found to be well reproduced in simulations.

Direct comparison of the reconstructed momentum from the incoming and outgoing part of each cosmic muon track indicates the accuracy of the momentum reconstruction. Figure 5 shows the relative (between arms) resolution of the transverse momentum reconstruction for cosmic data and simulation. Although the accuracy is low for high-momentum tracks ($\sigma \sim 25\%$), this is well reproduced in the simulations, indicating that the data will be accurately imitated by the simulations. The variation of this momentum reconstruction accuracy in simulations will be considered as uncertainties due to detector smearing. An additional rate-dependent degradation in the momentum smearing was taken into account in the corresponding simulations.

In addition to the collected physics data sample, several sets of Monte Carlo (MC) simulated data were produced and analyzed. First, a large sample of PYTHIA+GEANT3 [19] simulations was used to estimate the reconstruction efficiency for high-momentum muons representing the $W$ signal. In addition, RHICBOS [20] and CHE [21] were used as generators for signal events. Muonic decays of $Z$ boson production were included in the signal simulations as they are indistinguishable in this analysis. To ensure that the MC data represent the collected data, residuals between hits and reconstructed tracks and other kinematic distributions were compared to pure muon samples collected from cosmic-ray and positively identified muons (from $J=\psi$ decays). The MC distributions were found to reproduce those in data accurately.

Similar large scale PYTHIA+GEANT simulations were also performed for various background contributions. Heavy flavor decays into muons as well as muonic decays of charmonium and bottomonium resonances dilute the $W$ decay muon signal as they are indistinguishable from real $W$ boson decay muons. Due to the sizable momentum smearing at high reconstructed transverse momenta, these decays do contribute substantially even though their actual transverse momenta drop rapidly. To ensure that these simulated single muon background contributions correctly describe the real muon background, their relative

![FIG. 4. Charge-sign reconstruction efficiency for the (a) south and (b) north muon arms. The (a) $-2.2 < \eta < -1.2$ (red) and (b) $1.2 < \eta < 2.2$ (blue) solid and open circles are for negatively and positively charged tracks, respectively.](image-url)
contributions were evaluated using fits to opposite sign dimuon invariant mass data. The weighted simulated real muon background contributions were then fixed in the $W$ signal fits of the single muon candidates, while the individual weights' correlated uncertainties were assigned as systematic uncertainties.

Another suite of MC data probed the contribution of background particles that may masquerade as $W$ decay muons. This comprises contributions from $\pi^\pm$ and $K^\pm$ decays. Single $\pi^\pm$ and $K^\pm$+GENT simulations are used to estimate the fake background from in-flight decays within the muon spectrometer. Their generated contributions are weighted based on next-to-leading order (NLO) calculations [22] in the same rapidity range. They are consistent with the available experimental data, as well as PYTHIA TuneA simulations that generally reproduce hadronic cross sections at RHIC energies. Due to their large initial cross section, especially at low transverse momenta, a sizable contribution of hadrons survive all absorbing material upstream of the muon tracker, and their subsequent decays may appear as near-straight tracks and get misreconstructed as high-momentum tracks. A substantial part, more than 98%, of such fake muons can be rejected due to the large amount of multiple scattering in the absorbing matter and thus poorer correlations between different detector systems. However, not all such candidates can be removed, leaving these as the most important background in the $W$ measurements. The majority of effort in this analysis concentrates on reducing this hadronic background, ensuring its reliability from the simulations to the data and fitting its contributions in the signal enhanced data sample.

III. EVENT AND TRACK SELECTION CRITERIA

The triggered data sample was further analyzed to reduce contamination of nonmuon particles in the sample. A candidate muon was formed from two pieces of information: a formed track in the muon spectrometer and a short “road” through the whole of the MuID. Muonlike track quality was determined through residual distributions of track and road variables that combine to form a powerful method to distinguish real and fake muons. These residuals can be classified into three broad categories: identification, track/road matching, and physics.

For each high-momentum track candidate (16 GeV/$c < p_T < 60$ GeV/$c$) in the spectrometer ($1.1 < |\eta| < 2.6$), the difference between the measured hit positions of the track and the subsequent fit are used to form a $\chi^2$ per degree of freedom residual. This track-$\chi^2$ residual, coupled with the requirement that the track passes through the whole MuID, establishes tracks as muon candidates.

The second category, track/road matching, is an ensemble of variables that are sensitive to differences between real muons and fake-muon backgrounds formed from the decay of light hadrons (particularly $K^\pm$) within the volume of the muon spectrometer. Such decays produce a kink in their track, changing the trajectory measured in the spectrometer relative to that in the MuID. Therefore, the angular and spatial differences between the track and the road of the candidate are wider for hadron-decay muons than for muons originating at the collision vertex. Also, the distribution of the projections to the collision vertex is broader due to the multiple scattering in the absorbing materials. These decay hadrons have two properties. First, these are typically low-momentum hadrons that have punched through the central arm magnet return yoke (4.9 $\lambda_I$ steel) and absorber (2.3 $\lambda_I$ steel) nuclear interaction lengths. Second, the decay kinematics for some of these hadrons result in a mismeasurement of the track momentum, promoting the originally low momentum particle to higher momenta. Although there is only a tiny probability of this confluence, the large number of light hadrons produced in soft $p+p$ interactions makes this the dominant source of fake-muon background in this analysis.

The final track residual category utilizes the newly installed RPC detectors to associate tracks with particular beam crossings. Typically 107 to 111 of 120 bunches were filled during these running periods with bunch crossings every 106 ns. The RHIC accelerator provides alternating orientation of the proton polarization in two groups of four combinations. This alternating approach minimizes systematic effects of individual bunch crossings’ varying beam luminosity and polarization. As a consequence, specific tracks have to be matched in time to particular beam crossings. The RPCs provide a space-time stamp for each candidate track, whereby the spatial information is used to assign an RPC cluster to the track, and the corresponding time is used to identify the correct beam crossing. A tight requirement is imposed on the distance of closest approach (between the RPC cluster and the projected track trajectory onto the RPC plane), along with a stringent time window to reject tracks from prior/subsequent crossings.

Finally, the matching of the fully formed muon candidate to the collision vertex position (estimated using the BBC) rejects background tracks that do not originate at the point of collision. For data taking in 2013, the RPCs and their matching information were already implemented as part of the main trigger while for 2012 this matching needed to be performed off-line for the upstream RPCs.

For the FVTX detector, similar matching variables were used if several FVTX planes were hit and formed a FVTX track candidate. Additionally, for each track in the muon arms, the number of FVTX track candidates in the vicinity is counted. This provides additional information to suppress both heavy flavor and fake muon backgrounds because their muon candidate tracks are more likely found within a jet of particles.

For each event, the value of each track residual is given a probability based on reference distributions from simulated
W decays, $\lambda_{\text{Sig}}$, and collected data, $\lambda_{\text{Bg}}$. The latter is effectively a background distribution due to the low percentage of signal present (<0.1%). The use of the full data distribution for the background allows for the correct mixing of hadronic and muon backgrounds. A combined probability distribution,

$$W_{\text{ness}} = \frac{\lambda_{\text{Sig}}}{\lambda_{\text{Sig}} + \lambda_{\text{Bg}}},$$

is formed from all variables available, including track and road matching position and angular residuals, transverse distance to the vertex point, residuals to the RPC clusters, FVTX matching residuals, and FVTX track candidate multiplicity. It is displayed in Fig. 6, where probabilities close to unity represent $W$-muon-like tracks, while near zero probabilities represent hadronic background dominated events. Tracks with high $W_{\text{ness}}$ (>0.92) are used for further analysis. This value was chosen as a compromise between signal purity (around 10% to 17%) and efficiency (above 95%) to optimize the uncertainties of the background corrected asymmetries. The $W_{\text{ness}}$ data distribution is reasonably well described by a combination of the individual MC simulations for the signal, real muon, and hadronic backgrounds.
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**FIG. 6.** (a) Probability density distribution for $W_{\text{ness}}$ and (b) absolute yields of data and stacked simulated signal and background contributions as a function of $W_{\text{ness}}$. (a) The sequence of curves from top to bottom for $W_{\text{ness}} < 0.6$ is muon background (dark green line), hadronic background (blue line), data (black line), and simulated signal (purple line). (b) The sequence of curves and shadings from top to bottom is data (black line), hadronic background (blue area), muon background (green area), and simulated signal (purple area).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG0</td>
<td>track-road difference at first MuID plane’s $z$ position</td>
</tr>
<tr>
<td>DDG0</td>
<td>track-road angular difference at first MuID plane’s $z$ position</td>
</tr>
<tr>
<td>DCA</td>
<td>radial distance of extrapolated track at vertex $z$ position</td>
</tr>
<tr>
<td>FVTX $N_{\text{clus}}$</td>
<td>FVTX track multiplicity in cone around extrapolated track candidate</td>
</tr>
<tr>
<td>RPC1$_{\text{DCA}}$</td>
<td>[RPC1 hit cluster-track difference at RPC1 $z$ position]</td>
</tr>
<tr>
<td>RPC3$_{\text{DCA}}$</td>
<td>[RPC3 hit cluster-road difference at RPC3 $z$ position]</td>
</tr>
<tr>
<td>FVTX $\Delta\phi, \Delta r$, [FVTX track and MuTr residuals] and $\Delta\theta$</td>
<td></td>
</tr>
</tbody>
</table>

As not all detector components (upstream, downstream RPCs, and FVTX detectors) cover the whole rapidity range, between five to nine kinematic and residual variables entered the combined probability. For correlated variables, the initial probability density functions were evaluated together. The different variables are summarized in Table I.

### IV. SIGNAL EXTRACTION AND BACKGROUNDS

After selecting candidate tracks as muon candidates, most of the remaining tracks are still not muons from $W$ decays. An unbinned maximum likelihood fit approach is used to determine the final number of $W$'s and remaining backgrounds. Figure 7 illustrates the two discriminant variables used to normalize the relative contribution of the signal and backgrounds. Figure 7(a) shows the pseudorapidity of the track for data (solid circles) along with the expected distributions from signal muons (purple solid line), background muons (green solid line), and the residual misidentified hadronic background (blue solid line). Figure 7(b) shows a variable determined from the azimuthal bend plane between the second and third muon spectrometer stations, $d\phi_{23} = \Delta\phi_{23} \times \sin \theta \times p_T$, where $\Delta\phi_{23}$ is the difference of the azimuthal angle between the second and third station hits and $\theta$ is the polar angle of the track relative to the beam direction. The pseudorapidity and $d\phi_{23}$ variables are found to be almost orthogonal in sensitivity.

The underlying discriminant shapes for the signal $W$ muons and real muon backgrounds are determined from the MC simulations. The normalization (for the muon backgrounds) is determined from the yield of $c$, $b$, and quarkonia decays in PYTHIA as evaluated via fits to the dimuon data. For the hadronic background shape, the azimuthal bend-plane distributions were extracted from hadron simulations directly in the target $W_{\text{ness}}$ region ($W_{\text{ness}} > 0.92$) as no unbiased hadronic background only data sample was available. The pseudorapidity variable is
Da

responds to sidebands of the azimuthal bend-plane variable where \( W \) actual is determined from a simultaneous fit to both discriminant distributions. The additional azimuthal bend-plane variable range selection for curve), signal (purple curve), and MC-based expected-signal yields (red hatched area). The relative yields of signal and backgrounds are approximately 0.6% for \( W^+ < 2\% \) and 2% for \( W^- \) and \( W^- > 0.01 (0.05) \) for negative (positive) tracks, respectively. Final signal-to-background ratios vary from 10% to 17%, depending on charge sign and spectrometer arm before restricting the azimuthal bend-plane variable for the asymmetry analysis.

To extract the single spin asymmetries, the high \( W_{\text{ness}} \) (\( W_{\text{ness}} > 0.92 \)) data sample was taken with the additional selection of the azimuthal bend-plane variable with \( W \) support only \((\mp 0.01 \text{ to } \pm 0.04, \text{ for positive and negative charges, respectively}) \) and rapidities \( \eta < 2 \). In this region, the signal-to-background ratios increase to between 15% and 28%. The yields were separated according to the helicity combinations normalized by the corresponding beam polarizations. For each arm and charge, a single spin asymmetry for each beam and a combined double spin asymmetry can be extracted. The differences in relative luminosity were accounted for by using scalers from the PHENIX collision counters as relative weights. The uncertainties on these correction factors are insignificant relative to the other uncertainties. No background process should possess a parity-violating asymmetry. This was experimentally verified by either selecting muon candidates at lower transverse momenta or lower \( W_{\text{ness}} \). Consequently, the actual \( W + Z \) single spin asymmetries can be extracted from the raw asymmetries by correcting the dilution from the background using the obtained signal-to-background ratios. Because the signal-to-background ratios are still well below unity, the variation of the background correction, according to the uncertainties on the signal-to-background ratios, results in large systematic uncertainties on the asymmetries, which are comparable to the statistical uncertainties.

V. SYSTEMATIC STUDIES

To estimate the systematic uncertainties on the signal-to-background ratios, several factors impacting them have been varied. The most important factor involves the amount of real muon backgrounds because that contribution was fixed in the unbinned maximum likelihood fits. As real muon backgrounds most closely resemble the rapidity and azimuthal bend-plane distribution of the signal, a smaller/larger muon background weight gets preferentially compensated with a larger/smaller signal yield. To evaluate these uncertainties, the amount of muon backgrounds was varied according to the uncertainties obtained on the individual weights of the various charm and bottom contributions in the dimuon fits. As some of these values are correlated, the calculated correlation matrix was fully taken into account when varying these contributions. Another uncertainty originates from varying the trigger efficiency, which affects the real muon backgrounds, as well as the total reconstruction efficiencies for the cross section measurements. While the effect of varying the trigger efficiencies according to their uncertainties is small, in the reconstruction efficiency correction, it again enters the signal-to-background fits via the size of the muon backgrounds. The trigger efficiencies were varied.
Again, the differences between PYTHIA and RHICBOS were 18% to 22% for positive and negative muons, respectively. To muons, so we used these two MC generators to remove cannot experimentally identify and remove collision rate has been taken into account. Similarly, we were used to evaluate the correction factor or from the NLO methods were used. Either the signal from PYTHIA events were varied either in the momentum range or the asymmetries were correct. The asymmetries were tested to ensure that signals are reliably extracted and the single spin asymmetries are correct. The asymmetries were tested with randomized helicity patterns to ensure that no false asymmetries and no hidden systematic uncertainties were present. When changing either the momentum range or the $W_{\text{ness}}$ range, the number of background events rapidly grows and the asymmetries all become consistent with zero as expected.

VI. RESULTS

Figure 8 shows the extracted total cross sections for inclusive $W^+ \rightarrow \mu^+$ production in $p + p$ collisions at a center-of-mass energy of 510 GeV. The cross sections are consistent within uncertainties with previous measurements at this energy from central $W \rightarrow e$ decay channels [12,23] and with the expected NLO predictions. The uncertainties

<table>
<thead>
<tr>
<th>Systematic</th>
<th>South muon arm</th>
<th>North muon arm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>Smearing</td>
<td>4.12</td>
<td>2.48</td>
</tr>
<tr>
<td>$\mu$ BG</td>
<td>13.60</td>
<td>13.71</td>
</tr>
<tr>
<td>MC checks</td>
<td>4.06</td>
<td>0.00</td>
</tr>
<tr>
<td>Trigger efficiencies</td>
<td>2.37</td>
<td>0.56</td>
</tr>
<tr>
<td>Luminosity scale</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>Charge reconstruction efficiency</td>
<td>9.67</td>
<td>0.31</td>
</tr>
<tr>
<td>$Z$ admixture</td>
<td>1.50</td>
<td>0.00</td>
</tr>
<tr>
<td>Acceptance</td>
<td>1.83</td>
<td>4.44</td>
</tr>
</tbody>
</table>

The latter originates from different ways of extrapolating the trigger efficiencies to the high $W_{\text{ness}}$ region, as well as from the use of different reference data samples to obtain the trigger efficiencies. Another uncertainty affecting the real muon backgrounds, as well as the total cross section, is the uncertainty on the accumulated luminosity. A dedicated analysis using van der Meer scans to obtain the total cross sections for the luminosity detectors in PHENIX determined the systematic uncertainty to be 10%. The luminosity has been varied accordingly in fit and cross section calculation to obtain the corresponding uncertainty. The correctness of the signal extraction procedure is tested in fully MC simulated data. While generally found reliable, a tendency of the hadron background shape extraction to cause the signal to be overestimated in the fits was found. As a consequence, a systematic uncertainty is assigned according to the relative overestimation seen in these fully simulated MC fits. Additional uncertainties are obtained by varying the momentum smearing in the signal and background simulations according to the experimentally found uncertainties.

To obtain cross sections, the extracted yields need to be normalized by the accumulated luminosity and corrected for reconstruction efficiencies and acceptance. For the reconstruction efficiency and acceptance correction two methods were used. Either the signal from PYTHIA events were used to evaluate the correction factor or from the NLO generator RHICBOS [20]. In both cases, the rapidity dependence is quite similar, and the differences were assigned as systematic uncertainties. Also, the dependence on the collision rate has been taken into account. Similarly, we cannot experimentally identify and remove $Z$ boson decays to muons, so we used these two MC generators to remove the $Z$ contributions. These contributions amount to about 18% to 22% for positive and negative muons, respectively. Again, the differences between PYTHIA and RHICBOS were assigned as systematic uncertainties. As was shown in Fig. 4, the charge reconstruction efficiencies are generally very high and well described by MC simulations. The efficiencies are found to drop toward low absolute pseudorapidities. To estimate its possible effect, the difference from the results with a charge misidentification rate of 20% was assigned as systematic uncertainty. Due to the larger yields for positive muons, this systematic uncertainty results in lower uncertainties on the $W^-$ and upper uncertainties on the $W^+$ cross sections.

All these contributions were varied either in the unbinned maximum likelihood fits directly or in the cross section extractions. The individual uncertainties were assumed to be uncorrelated, and a Gaussian sampling technique was applied to obtain the total uncertainties on the signal-to-background ratios as well as for the cross sections. For the asymmetry calculations the uncertainties on the signal-to-background ratios as well as the impact of charge misidentification and smearing were again taken into account in the background-corrected asymmetries. The systematic uncertainties of the cross section measurements are summarized in Table II.

Apart from these contributions to the systematic uncertainties, various consistency checks were performed to ensure that signals are reliably extracted and the single spin asymmetries are correct. The asymmetries were tested with randomized helicity patterns to ensure that no false asymmetries and no hidden systematic uncertainties were present. When changing either the momentum range or the $W_{\text{ness}}$ range, the number of background events rapidly grows and the asymmetries all become consistent with zero as expected.

![Table II](https://example.com/table.png)

TABLE II. $W \rightarrow \mu^\pm$ cross section systematic table for the 2013 data in pb. The uncertainties of the 2012 data set are comparable. The individual contributions and their asymmetric lower and upper systematic uncertainties, denoted as lower and upper, are given for each charge and arm.
are dominated by the large uncertainty on the extracted signal-to-background ratios but are comparable with the previously published PHENIX results at central rapidities.

The longitudinal single-spin asymmetries, \( A_L \), measured at forward and backward rapidities are shown in Fig. 9(a) for positive and Fig. 9(b) for negative \( W + Z \) decay muon candidates. The two individual single spin asymmetries from the two colliding beams have been combined after correcting for background. Vertical lines and boxes show the statistical and systematic uncertainties, respectively. The curves depict parametrizations for the quark and antiquark helicity PDFs based on various global fits [24–27] as evaluated for the \( W + Z \to \mu \) process at NLO in the strong coupling using the CHE generator [21].

For the NNPDFpol1.1 set, the uncertainty bands based on their 100 replicas are also displayed in Fig. 9. At forward \( \mu^- \) rapidities, the DSSV08 curves for two scenarios in which \( \Delta d(x)/d(x) \) approaches unity when \( x \) is approaching unity are also displayed for comparison. The previously published central \( W(\pm Z) \to e \) asymmetries from the STAR experiment [11] and PHENIX [13] are also shown. The 2013 results from STAR are still expected [28].

These asymmetries show the first muon single spin asymmetry results from \( W + Z \) decays at pseudorapidities \( |\eta| > 1 \) of the decay lepton. They help determine the valence and sea quark helicities at different momentum fractions than at central rapidities. The uncertainties are substantial due to the large systematics on the signal extraction and the relatively small signal fractions in the selected data sample. The behavior of the asymmetries is generally consistent with the parametrizations although the forward \( \mu^- \) asymmetry is below the DSSV08 curve. While the predicted asymmetries, including a scenario where the \( d \)-quark polarization changes sign and becomes positive at very large \( x (x > 0.5) \), are more compatible with this result, the precision is not sufficient to actually confirm it. The backward \( \mu^- \) asymmetries are at the upper limit of the uncertainty bands, which is similar to the central measurements and indicates a \( \Delta \eta(x) \) larger than the central values obtained in the global fits without the RHIC \( W \) measurements. The forward \( \mu^- \) asymmetries are in agreement with the parametrizations, while the backward asymmetries prefer substantially smaller asymmetries. Based on the helicity parametrizations, the asymmetries are dominated by the well-known up-quark helicities. The relatively small NNPDF uncertainty band is dominated by the antidown quark helicity uncertainties. However, for \( W^+ \) production at forward rapidities and our transverse momentum selection, there is always a mixture of up and antidown flavors from either proton that contributes at a rather different \( x \). It is possible that a higher unpolarized antidown quark component reduces the size of the asymmetries. Such uncertainties in the unpolarized PDFs are not included in the uncertainty bands of the asymmetry parametrizations. This larger unpolarized contribution could explain our surprisingly small backward \( W^+ \) asymmetries.
The total $W$ boson production cross sections for $p + p$ collisions at $\sqrt{s} = 510$ GeV for $\sigma(W^+ \to \mu^+)$ and $\sigma(W^- \to \mu^-)$ are $123.31^{+13}_{-11}$ (stat)$^{+34}_{-31}$ (syst) pb and $35.80^{+3.9}_{-3.6}$ (stat)$^{+13}_{-14}$ (syst) pb, respectively. The corresponding single-spin asymmetries, including their uncertainties, are summarized in Table III.

VII. SUMMARY

In summary, PHENIX has measured the first longitudinally polarized single spin asymmetries in $W \to \mu$ production at decay lepton pseudorapidities larger than unity. The asymmetries from global fits of previous longitudinally polarized world data are mostly consistent with our results. However, our data also show a tendency for antiup quark helicities to be closer to the upper limit of the previously extracted uncertainties. These measurements will play a major role in reducing the uncertainties in future global helicity fits over a larger $x$ range than previously covered.
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