Bifurcation of the edge-state width in a two-dimensional topological insulator
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We examine the properties of edge states in a two-dimensional topological insulator. Based on the Kane-Mele model, we derive coupled equations for the energy and the effective width of the edge states at a given crystal momentum in a semi-infinite honeycomb lattice with a zigzag boundary. It is revealed that, in a one-dimensional Brillouin zone, the edge states merge into continuous bands of the bulk states through a bifurcation of the edge-state width. We discuss the implications of the results for experiments in monolayer or thin-film topological insulators.
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I. INTRODUCTION

Topological insulators (TIs) are a fascinating field of research and have attracted much interest in condensed-matter physics over the past decade.1,2 This phenomenon can be traced back to the quantum Hall effect (QHE) in two-dimensional (2D) systems in large magnetic fields. The QHE is characterized by the presence of gapless edge states with a finite band gap in the bulk. This metallic edge channel occurs in TIs with time-reversal symmetry (TRS) preserved. The edge states are also known to be topologically protected, as is the case with the QHE.

TIs were first investigated theoretically in 2D systems,3,4 dubbed the quantum spin Hall effect, where spin-orbit coupling (SOC) is significant.5–8 This work was subsequently generalized to the TI in three-dimensional (3D) systems with a single Dirac-cone dispersion at the surface.9–11 The existence of a TI state of 2D systems has been confirmed by experimental measurements of Bi1−xSbxSe3,14 Bi2Se3,15 and Bi2Te3,16,17 This is consistent with the density of states of the metallic surface observed using scanning tunneling microscope (STM) measurements of Bi1−xSbx,18 and Bi2Te3.19

Although the ARPES and STM measurements support the existence of surface states in TIs, the transport measurements are less conclusive because of residual carriers in the bulk. These residual carriers are attributed to imperfections in the bulk crystals, such as antisite or vacancy defects. Numerous efforts to reduce the bulk carrier density have been made, including chemical doping on Bi2Se3 with Sb20 or on Bi2Te3 with Sn.21 However, a sufficient reduction of the bulk carrier density to suppress completely the bulk contribution of the transport has not been achieved because of the difficulty in fine tuning the doping concentration. An alternative method of controlling the bulk carrier density is to reduce the sample size or to apply a gate voltage. Epitaxially grown thin films of Bi2Se3 exhibit a weak antilocalization effect with a large magnetic field, which represents the surface states of a TI.21 Nonetheless, a reduction in the sample size inevitably induces an overlap of the surface states at the two opposite surfaces.22,23

In 2D TIs, attempts have been made to describe the properties of the edge states.13,24 Interesting effects of interactions on the edges have also been studied both analytically and numerically.25–28 In spite of the achievements of earlier works, a good general understanding on the edge states is still lacking in many aspects. In particular, systematic investigation of the dependence of the edge states on various physical parameters is required, which is a main focus of the work reported here.

In this paper, we report a theoretical investigation of the spatial variation in the edge states in a 2D TI. Many theoretical models have been proposed to understand TIs; the Kane-Mele (KM) model3,29 predicts a bulk energy gap of the honeycomb lattice due to the SOC, but the edge states at the boundaries show a linear metallic dispersion relation inside the bulk gap. Although established TIs do not have a honeycomb lattice, the essential physics captured in this model is believed to give useful insights into the TI phenomenon. We focus on the spatial dependence of the edge-state wave functions at a zigzag boundary. We define an edge-state width, which is a convenient measure of how tightly the edge state is confined at the boundary. We find that the edge states merge into the energy band of the bulk states through bifurcation. The edge-state width is computed for various SOCs and sublattice potentials. We discuss the significant effects variation in the edge-state width has on experimentally measured data.

II. MODEL AND METHOD

We start with the Hamiltonian from the KM model3 with the creation (annihilation) operator \( c^{\dagger}_{i\sigma} (c_{i\sigma}) \) for an electron with spin \( \sigma \) at site \( i \) on the honeycomb lattice, i.e.,

\[
H = -t \sum_{\langle i,j \rangle \sigma} c^{\dagger}_{i\sigma} c_{j\sigma} + \lambda_v \sum_{i\sigma} \mu_i c^{\dagger}_{i\sigma} c_{i\sigma} + i\lambda_{SO} \sum_{\langle i,j \rangle \alpha,\beta} v_{ij} \sigma^{\dagger}_{\alpha\beta} c^{\dagger}_{i\alpha} c_{j\beta}.
\]

The first term of this equation describes the hopping of electrons between nearest-neighbor sites \( \langle i,j \rangle \) with a hopping...
The staggered sublattice potential of strength $\lambda_v$ is included in the second term, with $\mu_i = \pm 1$ on each sublattice. The third term is a spin-dependent hopping between next-nearest neighbors $(\langle i, j \rangle)$ due to the SOC. $\lambda_{SO}$ is SOC, and $\sigma^z$ is the component of the Pauli matrix; $\nu_{ij} = \pm 1$ is determined from $\nu_{ij} = \frac{1}{\sqrt{2}}(d_1 \times d_2)_z$, where $d_1$ and $d_2$ are the unit vectors connecting the sites $j$ and $i$. Henceforth, we set $\alpha = 1$ for simplicity. The Hamiltonian in Eq. (1) gives the following energy spectrum:

$$E_\sigma(k) = \pm \sqrt{\epsilon_0(k) + \{2\sigma\lambda_{SO}\epsilon_1(k) + \lambda_v\}^2},$$

(2)

where $\epsilon_0(k) = 3 + 2\cos k_x + 4\cos \frac{k_x}{2} \cos \frac{\sqrt{3}k_y}{2}$ and $\epsilon_1(k) = \sin k_x - 2\sin \frac{k_x}{2} \cos \frac{\sqrt{3}k_y}{2}$, with $\sigma = \pm 1$ depending on the electron spin. It is known that the system has finite gaps of $2|3\sqrt{3}\lambda_{SO} \pm \lambda_v|$ at the two Dirac points $\mathbf{K}$ and $\mathbf{K}'$, indicating that the system is in an insulating state.

One prominent characteristic of the topologically nontrivial phase is that a metallic state emerges at the boundary. To investigate the edge states, we assume a zigzag boundary along the $x$ direction while the system is semi-infinite in the $y$ direction, as shown in Fig. 1. The method that we use in this work is similar to what was employed in the study of the edge state in the integer quantum Hall system on a square lattice. By constructing the Harper equation with the assumption that the state is localized exponentially at the edge we can write the edge-state wave function in the following form:

$$\Psi_{kx,y} = (e^{ik/L})^j \Psi_{k,0},$$

(3)

where $\Psi_{kx,y}$ is a two-component vector whose elements represent the wave functions of spin, $\sigma$, for the two bases of the unit cell. Here, $k$ is the momentum in the $x$ direction and $j$ is the site index in the $y$ direction, defined by $y \equiv j(\sqrt{3}a/2)$. Here, $\Lambda$ is a complex number, the magnitude of which should be less than unity for states localized at the bottom boundary so as to make the wave function decay rapidly as $y$ increases. The effective Hamiltonian for the edge state in Eq. (3) is then given by

$$\hat{H}_{edge} = \begin{bmatrix}
-4\lambda_{SO} \sin k_x \left\{ \cos \frac{k_x}{2} - \frac{\Lambda + \Lambda^{-1}}{2} \right\} + \lambda_v & -te^{-ik/2} \left\{ 2 \cos \frac{k_x}{2} + \Lambda \right\} \\
-te^{ik/2} \left\{ 2 \cos \frac{k_x}{2} + \Lambda^{-1} \right\} & -4\lambda_{SO} \sin k_x \left\{ \cos \frac{k_x}{2} - \frac{\Lambda + \Lambda^{-1}}{2} \right\} - \lambda_v
\end{bmatrix},$$

(4)

for spin-up electrons. The Hamiltonian for spin-down electrons can be obtained by substituting $-\lambda_{SO}$ for $\lambda_{SO}$.

The following equation should be satisfied for energy $E$:

$$|\hat{H}_{edge}(L) - E\rangle = 0.$$

(5)

It turns out that this eigenvalue equation is a quadratic function of $\Lambda + \Lambda^{-1}$, yielding four solutions for $\Lambda$, i.e., $\Lambda_1$, $\Lambda_1^{-1}$, $\Lambda_2$, and $\Lambda_2^{-1}$, with given $k$ and $E$. (We give this in detailed form together with a derivation in the Appendix.) We can assume that $|\Lambda_2| \leq |\Lambda_1| \leq 1$ without the loss of generality. Only the two values $\Lambda_1$ and $\Lambda_2$ are relevant for the description of states localized at the edge of interest. It is clear that the other two—$\Lambda_1^{-1}$ and $\Lambda_2^{-1}$—correspond to edge states at the upper boundary, if any. The wave function may be written as

$$\Psi_{kx,y} = C_1(e^{ik/2}\Lambda_1)^j \Phi_{k1} + C_2(e^{-ik/2}\Lambda_2)^j \Phi_{k2},$$

(6)

where $\Phi_{kj}$ is the corresponding eigenvector of the solution $\Lambda_k$ and the energy $E$ in Eq. (5). The wave function vanishes at the boundary of the sample ($j = 0$), which implies that the two eigenvectors are linearly dependent. The condition for the linear dependence of eigenvectors results in the following additional relation (please refer to the Appendix for further details):

$$E + \lambda_v + 4\lambda_{SO} \sin \frac{k_x}{2} \left( \frac{\Lambda_1 + \Lambda_2}{2} + (\Lambda_1\Lambda_2 - 2) \cos \frac{k_x}{2} \right) = 0.$$  

(7)

III. RESULTS

Simple numerical solutions of the coupled Eqs. (5) and (7) produce the energy dispersions of the edge state as well as the corresponding wave functions. In Fig. 2, we show the edge-state energy dispersion for spin-up electrons with various $\lambda_v$. The TRS in the system guarantees that the dispersions for the opposite spin are obtained by the inversion of $k$ around $k = \pi$ (not shown in the figure). The resulting dispersion relations clearly demonstrate that a metallic edge state exists inside the finite band gap and that the dispersion relation gradually merges into the bulk states as the crystal momentum...
approaches \( k = \frac{2\pi}{3} \) or \( \frac{4\pi}{3} \). Even when the presence of \( \lambda_v \) induces a difference between the gaps at the two Dirac points and the dispersion relation becomes asymmetric around \( k = \pi \), the metallic edge states are preserved. Finally, one of the gaps closes when \( \lambda_v \) reaches the critical value of \( 3\sqrt{3}\lambda_{SO} \), which makes the whole system metallic. A further increase in \( \lambda_v \) above the critical value opens a gap in the bulk. In this case, however, the bulk is a normal insulator, which is accompanied by a gap at the edge state as well. All the features of the edge-state dispersion relations are fully consistent with the edge-state characteristics revealed by full numerical diagonalization of the KM model with a strip geometry of finite width.3,29

Our approach also allows the calculation of the wave functions of the edge states, which is useful for studying the edge-state confinement to the boundary. As the system considered is semi-infinite in the transverse direction, the result is free of size effects due to the finite width of the system. We define an edge-state width \( \xi_i \) for each decaying state due to \( \Lambda_i \) in Eq. (3) as

\[
\xi_i(k) = \frac{\sqrt{3}}{2} \ln|1/\Lambda_i(k)|^{-1},
\]

indicating a decay of the form \( \sim e^{-\gamma/\xi_i} \). For \( k = \pi \), we can solve Eqs. (5) and (7) analytically, yielding

\[
\xi_\pi = \frac{\sqrt{3}}{2} \left[ \ln \left\{ \left(1 + \frac{t^2}{4\lambda_{SO}}\right)^2 + \frac{t^2}{4\lambda_{SO}} \right\} \right]^{-1},
\]

as described in the Appendix. It is worth noting that, for \( k = \pi \) and \( |\lambda_v| < \sqrt{t^2 + 16\lambda^2_{SO}} \), the staggered lattice potential \( \lambda_v \) changes only the phase factor of \( \lambda_{SO} \), which guarantees the bulk edge state of the graphene nanoribbon with a zigzag edge.34 Our results show that \( \xi \) vanishes logarithmically as \( 1/\ln(\lambda_{SO}/t) \) as \( \lambda_{SO} \) approaches zero.

The edge-state widths \( \xi_1(k) \) and \( \xi_2(k) \) are shown in Fig. 3 for several values of \( \lambda_v \). In the finite region around \( k = \pi \), we find that \( \xi_1 = \xi_2 \) and that the value is rather insensitive to the variation in \( k \). Above a certain crystal momentum, \( \xi_1 \) is no longer identical to \( \xi_2 \), and it increases rapidly as \( k \) increases with the monotonic decrease of \( \xi_2 \). Such behavior of the edge-state width is reminiscent of a bifurcation. Careful examination of Eq. (5) gives us some insight into the origin of the bifurcation: A quadratic equation of \( \Lambda + \Lambda^{-1} \) with real coefficients gives two complex roots or two real roots. In the former case, the two complex roots are complex conjugates of each other and ensure that \( \Lambda_1 = \Lambda_2^* \), which explains \( \xi_1 = \xi_2 \) around \( k = \pi \). However, this constraint is not imposed for the latter case and \( \xi_1 > \xi_2 \). Accordingly, the bifurcation occurs only when Eq. (5) has one real double root. It is also noteworthy that \( \xi_1 \) diverges at the two Dirac points, where the edge state merges to the energy band of the bulk state. We can verify that, at \( k = \pi \pm \pi/3 \), the coupled Eqs. (5) and (7) are satisfied by the energy \( E = \pm 3\sqrt{3}\lambda_{SO} - \lambda_v \) and \( \Lambda_1 = \pm 1 \), which guarantees the divergence of \( \xi_1 \) and the merging of the edge state to the energy band of extended states at the two Dirac points.
FIG. 4. (Color online) Edge-state width $\xi$ at $E = 0$ as a function of the ratio of the sublattice potential $\lambda_v$ to SOC $\lambda_{SO}$. The data for $\lambda_{SO}/t = 0.1, 0.2, \text{and} 0.3$ are denoted by (red) solid, (green) dashed, and (blue) dot-dashed lines, respectively. Inset: Location of the bifurcation value $\lambda_v^*$ in units of $\lambda_{SO}$ as a function of $\lambda_{SO}$.

The edge-state width has great significance for experiments on samples of a finite width. When $\xi$ is comparable to the sample width, the overlap of the edge states on the opposite boundaries becomes significant, and a finite gap develops in the edge-state dispersion relations. Such effects have been investigated experimentally by varying the film thickness.$^{22,23}$

Experimentally, it is more convenient to tune the edge-state width by applying an external electric field in a sample of fixed width. Silicene, which was recently synthesized,$^{35–37}$ provides one interesting possibility. The buckling of two sublattices in silicene enables one to control the sublattice potential $\lambda_v$ by applying an external electric field.$^{38}$ We can also find an interesting realization proposed in an optical lattice$^{39}$ where the parameters can be controlled directly. The variation in the edge-state width by changing $\lambda_v$, shown in Fig. 4, exhibits a remarkable dependence, particularly around a bifurcation point. Such a dependence is expected to give rise to observable effects on the edge-state gap in narrow samples by the application of an external electric field. It is also interesting that the point $\lambda_v^*$, where $\xi(\lambda_v)$ bifurcates, is enhanced by the increase in SOC, which implies that strong SOC pins down the width $\xi$ and suppresses the formation of an edge-state gap up to a higher bifurcation point $\lambda_v^*$.

An alternative way to tune the edge-state width in experiments is to control the chemical potential using a gate voltage.$^{21}$ In such experiments, the dependence of $\xi$ on the chemical potential shown in Fig. 5 is useful. We have assumed that the band structures do not change significantly in response to variation in the chemical potential. In the absence of the staggered sublattice potential, $\xi$ is not significantly changed by small variations in the chemical potential around the half-filling case ($\mu = 0$). However, when the change in the chemical potential exceeds a bifurcation point, $\xi$ increases rapidly, and gap formation is allowed, with a proper momentum-transferring perturbation. A small increase in $\lambda_v$ shifts the bifurcation points for both boundaries closer to the Fermi level of a half-filled system, which makes it easier to delocalize the edge states by applying a gate voltage. For large $\lambda_v$, the edge states at both boundaries become wider even in the half-filled case. It is interesting that the change in the chemical potential results in an increase in the width of one edge state, while that of the other one is suppressed.

FIG. 5. (Color online) Width of the edge-state for spin-up electrons as a function of the chemical potential $\mu$ for $\lambda_v/t = 0$ (top), $\lambda_v/t = 0.2$ (middle), and $\lambda_v/t = 0.4$ (bottom). The solid line corresponds to the edge states at the lower boundary, and the dotted line corresponds to those at the upper boundary.

IV. SUMMARY

We have derived analytical relations for the energies and the width of edge states in the KM model with a zigzag edge. Through the analysis of the width of the edge states, we have shown that a bifurcation of the edge-state width is significant in determining the properties of the edge states. We have also shown that the effects of such a bifurcation can be uncovered by varying experimentally controllable parameters, such as the sublattice potential or the chemical potential.
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APPENDIX: DETAILED ANALYSIS OF COUPLED EQUATIONS FOR EDGE STATES

We start with the eigenvalue equation in Eq. (5) for an energy $E$, which can be written as

\[
E^2 - \left[4\lambda_{SO} \sin \frac{k}{2} \left( \cos \frac{k}{2} - X \right) - \lambda_v \right]^2 - t^2 \left( 4 \cos^2 \frac{k}{2} + 4X \cos^2 \frac{k}{2} + 1 \right) = 0
\]  

(A1)
with
\[ X = \frac{1}{2}(\Lambda + \Lambda^{-1}). \] (A2)

It is convenient to introduce dimensionless parameters \( \lambda_v', t' \), and \( E \) defined by
\[ \lambda_v' = \frac{\lambda_v}{4\Lambda_2 \sin \frac{k}{2}}, \] (A3)
\[ t' = \frac{t}{4\Lambda_2 \sin \frac{k}{2}}, \] (A4)
\[ E = \frac{E}{4\Lambda_2 \sin \frac{k}{2}}. \] (A5)

We can then rewrite the eigenvalue equation as a quadratic equation in \( X \):
\[ X^2 - 2 \left[ (1 - 2t'^2) \cos \frac{k}{2} - \lambda_v' \right] X \]
\[ - E^2 + t'^2 \left( 4\cos^2 \frac{k}{2} + 1 \right) + \left( \lambda_v' - \cos \frac{k}{2} \right)^2 = 0. \] (A6)

The above equation yields two solutions:
\[ X_\pm = u \pm \sqrt{v} \] (A7)
with
\[ u = (1 - 2t'^2) \cos \frac{k}{2} - \lambda_v', \] (A8)
\[ v = E^2 - t'^2 \left[ 4(2 - t'^2) \cos^2 \frac{k}{2} - 4\lambda_v' \cos \frac{k}{2} + 1 \right]. \] (A9)

Combined with the definition of \( X \) in Eq. (A2), these give four values of \( \Lambda \):
\[ \Lambda_2^{(1)} = X_+ + \sqrt{X_+^2 - 1}, \] (A10)
\[ \Lambda_2^{(2)} = X_- - \sqrt{X_-^2 - 1} = (\Lambda_2^{(1)})^{-1}. \] (A11)

In general, two have magnitudes smaller than 1, and the magnitudes of their inverses are larger than 1. We take \( \Lambda_1 \) and \( \Lambda_2 \) such that \( |\Lambda_1| \leq |\Lambda_2| \leq 1 \). The other two are given by \( \Lambda_1^{-1} \) and \( \Lambda_2^{-1} \). As stated in the main text, we retain only \( \Lambda_1 \) and \( \Lambda_2 \), which correspond to the states bound to the lower edge.

In this way, we can obtain the edge-state wave function for an energy \( E \) and a momentum \( k \). Nevertheless, Eq. (A6) alone cannot determine the dispersion relation \( E(k) \) of the edge states. To achieve this, we need a second equation, which we will derive from the boundary conditions at the edge.

The edge-state wave function at the lower boundary can be expressed as a linear combination of the two eigenvectors \( \Phi_{k1} \) and \( \Phi_{k2} \), which correspond to \( \Lambda_1 \) and \( \Lambda_2 \), respectively, as shown in Eq. (6). The boundary condition at the lower boundary (\( y = 0 \)) is
\[ \Psi_{k,y=0} = 0 = C_1 \Phi_{k1} + C_2 \Phi_{k2}. \] (A12)

For an edge state with energy \( E \) and crystal momentum \( k \) to exist, at least one of the coefficients \( C_1 \) and \( C_2 \) should not vanish. By using the explicit form of the eigenvectors
\[ \Phi_{kv} = \begin{bmatrix} \cos \frac{k}{2} - X_v - \lambda_v' - E \\ t' e^{-ik/2} (2\cos \frac{k}{2} + \Lambda_v^{-1}) \end{bmatrix} \] (A13)
for \( v = 1 \) and 2, we can reduce the condition for the existence of the edge state to the form
\[ \begin{vmatrix} \cos \frac{k}{2} - X_1 - \lambda_v' - E \\ \cos \frac{k}{2} - X_2 - \lambda_v' - E \\ t' e^{-ik/2} (2\cos \frac{k}{2} + \Lambda_1^{-1}) \\ t' e^{-ik/2} (2\cos \frac{k}{2} + \Lambda_2^{-1}) \end{vmatrix} = 0. \] (A14)

By expanding the above determinant, we obtain the equation
\[ E + \lambda_v' + \Lambda_1 + \Lambda_2 = (\Lambda_1 \Lambda_2 - 2) \cos \frac{k}{2} = 0, \] (A15)
which reduces to Eq. (7) in terms of the original parameters.

For the point \( k = \pi \), we can solve the coupled Eqs. (A6) and (A15) analytically. At this point, the equations can be simplified as
\[ X_v^2 + 2\lambda_v' X_v - E^2 + t'^2 + \lambda_v'^2 = 0 \quad (v = 1, 2), \] (A16)
\[ E + \lambda_v' + \Lambda_1 + \Lambda_2 = 0. \] (A17)

We assume that \( \Lambda_1 \) and \( \Lambda_2 \) are complex numbers, which guarantees that \( \Lambda_1 \) and \( \Lambda_2 \) are complex conjugates of each other, as the quartic equation in Eq. (A16) has only real coefficients. They can then be written in terms of the magnitude \( \rho \) and the phase \( \theta \):
\[ \Lambda_1 = \rho e^{i\theta}, \Lambda_2 = \rho e^{-i\theta}. \] (A18)

By substituting
\[ X_1 = \frac{1}{2} (\rho e^{i\theta} + \frac{1}{\rho} e^{-i\theta}) \] (A19)
in Eq. (A16), we obtain
\[ \begin{bmatrix} \left( \rho + \frac{1}{\rho} \right) \cos \theta + i \left( \rho - \frac{1}{\rho} \right) \sin \theta \\
\times \left[ \frac{1}{2} \left( \rho + \frac{1}{\rho} \right) \cos \theta + \lambda_v' \right] \\
-1/4 \left( \rho - \frac{1}{\rho} \right)^2 + t'^2 - E^2 + \lambda_v'^2 - \cos^2 \theta = 0. \] (A20)

The boundary condition in Eq. (A17) now reads
\[ E + \lambda_v' + \rho \cos \theta = 0. \] (A21)

Combining the equations in the imaginary part of Eqs. (A20) and (A21), we can express \( E \) and \( \lambda_v' \) in terms of \( \rho \) and \( \theta \), i.e.,
\[ \lambda_v' = -\frac{1}{2} \left( \rho + \frac{1}{\rho} \right) \cos \theta, \] (A22)
\[ E = -\frac{1}{2} \left( \rho - \frac{1}{\rho} \right) \cos \theta, \] (A23)
resulting in the relation
\[ E^2 + \cos^2 \theta = \lambda_v'^2. \] (A24)
The real part of Eq. (A20) is then given simply by
\[ t^2 - \frac{1}{4} \left( \rho - \frac{1}{\rho} \right)^2 = 0, \]  
(A25)
yielding a solution with \( 0 < \rho \leq 1 \):
\[ \rho = \sqrt{t^2 + 1} - |t'|. \]  
(A26)
This gives the edge-state width at \( k = \pi \):
\[ \xi_\pi = \sqrt{\frac{3}{2}} \left[ \ln\left(1 + t^2 + |t'|\right) \right]^{-1}, \]  
(A27)
which is given in Eq. (9) in terms of the original parameters. We can also calculate the phase and the energy:
\[ \cos \theta = -\frac{\lambda_v'}{\sqrt{t^2 + 1}}, \]  
(A28)
\[ \mathcal{E} = -\lambda_v' \frac{|t'|}{\sqrt{t^2 + 1}}. \]  
(A29)
It is interesting that \( \lambda_v' \) does not affect the edge-state width, but only the phase \( \theta \). From Eq. (A28) we find that this solution is valid only when \( \lambda_v' \leq \sqrt{t^2 + 1} \).